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Abstract—Many proposals have demonstrated the efficiency
advantages of software-defined networking (SDN) in managing
data center networks. Common practices employ centralized
traffic engineering (TE) in the SDN control plane to optimize
load balancing and throughput. Meanwhile, for high availability
purposes, the control plane is partitioned to ensure the impact of
a single faulty controller is contained. However, the interaction
between these two aspects is often overlooked. In particular,
we show that the current control plane partitioning approach
leads to imbalanced link loads and degraded application per-
formance. To address this issue, we propose virtual slicing, a
new control plane partitioning scheme. Virtual slicing achieves
desirable traffic engineering performance while retaining the
availability guarantees from the current approach. Virtual slicing
is implemented and evaluated with real-world and synthetic
traffic traces on production spine-free data center networks.
Results show that virtual slicing reduces tail link utilizations by
up to 28.4%, and improves flow completion times by up to 36%.

Index Terms—datacenter networks, software-defined network-
ing, control plane partition, traffic engineering

I. INTRODUCTION

Data center networks (DCNs) need to achieve two crucial
objectives: (1) efficient utilization of the network infrastructure
and (2) limited impact from failures. Traffic engineering
(TE) addresses the efficiency requirement by balancing link
loads and maximizing throughput [1]–[4]. Recently, TE im-
plemented in a centralized software-defined networking (SDN)
control plane [5]–[11] has seen a growing presence. Compared
to traditional networks with distributed control, a failed or
faulty control plane in SDN has a global impact on the
network. For example, the control plane may route traffic
over links with insufficient bandwidth or no reachability to a
destination. Unfortunately, current efforts to limit the scope
of such impact do not interact well with efficiency-centric
TE implementations or may even impose a penalty on TE
performance.

Modern SDN designs [7], [10] use an approach named
physical sharding to divide the data plane network into
multiple disjoint sub-networks and manage each sub-network
with its own independent SDN controller. The monolithic
control plane is effectively divided into several control plane
partitions with limited impact under faulty behavior. Ideally,
all sub-networks have equal aggregated bandwidth (also called
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capacity), and TE routes equal volumes of traffic through
each sub-network. Therefore, a faulty control plane partition
in one sub-network does not affect more traffic than the
same fault in another sub-network. However, generating a
set of equal-capacity sub-networks proves difficult due to
topological asymmetry. Namely, the number of links is not a
multiple of the desired number of sub-networks. With unequal
partitioning, sub-networks with lower capacity have to support
the same traffic volume at the cost of higher link utilization.
If TE adjusts the traffic load on each sub-network based on
their respective capacity, the load can be balanced, but certain
sub-networks will have to serve more traffic than others. This
is non-ideal since more traffic will be impacted when these
particular sub-networks experience control plane faults.

DCN operators seek to avoid unequal partitioning by enforc-
ing constraints in topology design, such as ensuring that each
switch connects to all peer switches with equal link count.
With the trend towards spine-free DCNs [8], [12]–[15], this
technique faces challenges as it is increasingly difficult to
achieve equal partitioning.

How can we partition the network equally such that each
control plane partition causes minimal impact while maintain-
ing TE performance close to optimal? In this paper, we pro-
pose virtual slicing, an effective control plane partition scheme
that meets this goal. The idea of virtual slicing is simple:
unlike physical sharding, where a whole link is assigned to a
control plane partition, virtual slicing slices a link into several
“virtual” links and exclusively assigns each virtual link to a
control plane instance. In essence, each control plane partition
in virtual slicing sees the same complete network topology but
at a fraction of the total capacity, hence effectively managing
a partition of the network. Isolation of the virtual links is
achieved by dedicating a portion of the switch memory to each
control plane partition. Each control plane partition installs
switch rules in its dedicated switch memory region to control
how traffic enters the virtual links it manages.

Virtual slicing offers three benefits compared to physical
sharding. First, it does not suffer from unequal partitioning,
as it is trivial to slice links equally into the desired number of
virtual links with equal capacity. The constraints in topology
design mandated by physical sharding are hence unnecessary.
Second, virtual slicing is flexible in creating an arbitrary
number of partitions, whereas in physical sharding, each sub-
topology gets increasingly sparse as the number of aggregation
blocks and/or partitions increase. Third, virtual slicing can979-8-3503-5171-2/24/$31.00 ©2024 IEEE
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Figure 1: Spine-full and spine-free DCN topologies.

make use of more available capacity in case of controller
failures. With physical sharding, a failed controller leaves links
in its partition unmanaged. Traffic has to be routed around this
partition (and through other partitions) to avoid being dropped
or mishandled. This leads to load imbalance because links
in the failed partition are idle while links in other healthy
partitions are oversubscribed. On the other hand, links in
virtual slicing are shared by multiple partitions. Therefore, to
avoid a failed partition, traffic only needs to follow a different
set of switch rules installed by another controller, but does not
have to completely avoid the links.

We evaluate virtual slicing both in production DCNs and
in a simulator using a wide range of network topologies and
traffic patterns. Results show that virtual slicing achieves up
to 28.4% better performance in tail link utilization when com-
pared with physical sharding in a large-scale spine-free DCN
with unequal partitioning. Virtual slicing also outperforms
physical sharding in application-level performance, improving
tail flow completion times by up to 36%.

In summary, this paper makes the following contributions:
• We identify the mismatch and challenges of applying

the state-of-the-art control plane partition scheme (i.e.,
physical sharding) to the emerging spine-free DCNs.

• We design and implement a novel control plane partition
paradigm, virtual slicing, to address the TE performance
penalty due to unequal partitioning.

• We conduct experiments using both synthetic and real-
world spine-free DCNs and traffic traces; demonstrating
that virtual slicing addresses the identified challenges and
improves over the current approach (physical sharding).

II. BACKGROUND

A. Spine-free DCNs

At cloud scale, multi-stage Clos (or spine-full) net-
works [16]–[19], face challenges such as high spine layer
cost and power consumption, where the spine layer represents
30% capex and 41% power consumption [8]. Multi-stage
Clos topologies also face challenges of hindered hardware
upgrade speed, where switches in the spine layer need to
be upgraded ahead of the switches in aggregation blocks in
order to evolve to higher network speed. As an alternative,
researchers and cloud providers are exploring flat, spine-free
DCN architectures [8], [12]–[15] that enjoy properties such

as reduced construction cost and faster hardware upgrade
cycles. Figure 1 shows a side-by-side comparison of the two
topologies. In both topologies, the clusters are still based on
non-blocking Clos networks: aggregation blocks consist of 2-
tier Clos, and each ToR switch connects to all the core switches
in the aggregation block. In spine-free DCNs, aggregation
blocks form a full mesh instead of connecting to the spine
blocks.

B. Centralized TE in DCNs

To optimize link bandwidth usage and prevent congestion,
data centers employ traffic engineering (TE) to route traffic
through a set of routes chosen by a TE algorithm. In SDN-
managed DCNs, a centralized controller implements TE by
solving a multi-commodity flow problem using linear pro-
gramming. The primary objective used by most TE systems
is to minimize maximum link utilization (MLU) [20]–[22],
which is closely tied to application performance [20], [23],
[24]. The output of TE is a set of weighted cost multipath
(WCMP) [5], [25] weights that determine traffic splitting ratios
across multiple paths. Spine-full topologies utilize 2 block-
level hops through the spine layer [18] for TE and routing,
while spine-free topologies use both direct 1-hop and transit
2-hop paths [8]. This block-level view of the topology also
naturally divides the control plane into inter-cluster routing
controllers and intra-cluster routing controllers, where inter-
cluster controllers solve block-level TE, and the intra-cluster
controllers translate WCMP weights generated by TE into
switch table rules inside each cluster [5], [25].

The output of TE is implemented in switches with a
combination of flow table and group table rules. When a packet
arrives at a switch, longest prefix match (LPM) is performed
against a flow table containing TCAM entries that implement
IP prefix matching rules. The most specific matching rule
is selected, pointing to a group in the SRAM-based group
table, which contains the group actions for ECMP or WCMP.
WCMP weights are represented by replicating group table
entries to match each path’s weight. This mechanism is further
elaborated in Section IV-B and Figure 5.

C. Control plane sharding for high availability

High availability is a crucial design goal in data center
networks hosting critical applications and services, as network
availability directly impacts application performance, business
reputation, and revenue [26], [27]. To achieve this, modern
SDN-managed DCNs employ a control plane partitioning
strategy we refer to as physical sharding. This involves di-
viding the control plane into multiple independent partitions,
each responsible for a disjoint subset of physical links in the
network. The combination of a controller partition and its
exclusive sub-topology is referred to as a shard. Each cluster
and its intra-block links naturally map to an independent shard
per cluster, while the inter-block control plane is divided
into multiple shards. Each inter-block shard instantiates its
own TE pipeline, solving TE and routing traffic within its
exclusive sub-topology. This ensures that controller faults in



one partition only impact a portion of the total traffic carried
by the DCN, minimizing the fault’s scope and impact.

Figure 1 shows how physical sharding is applied to spine-
full and spine-free topologies respectively. The color of a
link indicates the shard to which it is assigned. In spine-
full topologies, aggregation block uplinks are split directly to
different shards, with all links connected to a non-blocking
spine layer. In contrast, spine-free topologies require clusters
to distribute aggregation block uplinks among other peer clus-
ters, creating a sparser full mesh with fewer links between each
aggregation block pair. The following section will illustrate
how the inherent sparsity of spine-free architectures leads to
performance issues when implementing physical sharding.

In addition to control plane partitioning, SDN-managed
DCNs also employ controller replication techniques to ensure
availability. Control plane partitioning contains the impact
of corrupted or faulty control plane partitions on traffic for-
warding; while controller replication, such as main-follower
architectures, ensures high availability within each partition.
Control plane partitioning is usually applied first, followed by
replication of each shard’s controller partition to achieve high
availability. This paper focuses on control plane partitioning
and its interactions with TE.

III. CHALLENGES

Applying the straightforward sharding scheme above to
spine-free topologies, which might be an operator’s natural
inclination, leads to TE performance penalties, as we will dis-
cuss in this section. Under physical sharding, TE performance
penalties stem from the asymmetry of sub-topologies overseen
by different control plane partitions. Unequal partitioning
forces sub-topologies with lower capacity to handle the same
traffic volume, leading to higher link utilization. As we show
next, sub-topology asymmetry leads to several challenges,
including inefficient use of the built network capacity and sub-
optimal TE solutions. Sub-topology asymmetry is caused by
a combination of the following factors:
Limited block radix and large fabric size: The number
of uplinks in an aggregation block is called the radix of the
aggregation block, where the uplinks are used to connect to
other blocks in a spine-free DCN. To ensure efficient use
of network resources and business capital expenditure, each
block has a limited radix (e.g., 256 or 512). When there are
a large number of aggregation blocks in a spine-free DCN,
links are spread sparsely and there is a limited number of
links between block pairs. Partitioning such an already sparse
network leads to asymmetric sub-topologies across physical
shards. If each aggregation block has a radix r, and the total
number of blocks in the network is b, each aggregation block
pair will have ⌊r/b⌋ links. The number of pairwise connections
between blocks decreases as b increases, since r is fixed for
each block regardless of the number of blocks in the network.
Increased number of physical shards: As more physical
shards are added to further contain the impact of control plane
failures, it becomes gradually harder to split the network into
identical sub-topologies due to the increased sparsity.
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Figure 2: Physical sharding leads to loss in usable capacity.

Link or switch failures: In production DCNs, link, port and
switch failures are not uncommon [28]. They are either due to
scheduled maintenance or unexpected faults. Topology is more
irregular when failures occur, and ensuring topology symmetry
across physical shards becomes increasingly challenging. The
combination of these factors results in sparse and asymmetric
sub-topologies, which lead to the performance penalties as
described below.

A. Transit path capacity loss

In Section II-B we showed that spine-free topologies rely
on non-shortest, 2-hop transit paths for routing. However,
as we show next, spine-free networks suffer from what we
refer to as transit capacity loss, where transit paths hold
insufficient usable capacity when physical sharding is applied,
especially at scale and when the number of control plane
shards increases.

As an illustrative example, Figure 2 demonstrates a transit
path A→B→C, that might potentially suffer from asymmetric
performance penalties. In Figure 2a, path A→B→C utilizes all
300 Gbps of bandwidth; however, in Figure 2b since different
shards have disjoint sub-topologies that are asymmetric, the
blue shard is bottlenecked on A→B, while the orange shard is
bottlenecked at B→C. This results in only a 66.67% utilization
in the built network capacity along A→B→C. This limits the
usable capacity each shard’s TE solver can utilize, causing
unnecessary network capacity wastage.

As shown in this example, transit path capacity loss arises
due to topology asymmetry across physical shards. To quantify
the impact of the capacity loss of transit paths in spine-free
DCNs due to physical sharding, we introduce the fragmenta-
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Figure 3: Capacity fragmentation loss as topology scales.

tion loss metric, which measures the degree of underutilization
of capacity due to physical sharding:

Fragmentation Loss = 1− Usable Capacity
Built Capacity

(1)

where built capacity refers to the total capacity of the network
without sharding. Fragmentation loss increases as the usable
capacity decreases, which captures the increased sparsity and
asymmetry discussed in Section III.

We then analyzed how fragmentation loss changes under
different number of aggregation blocks in the spine-free DCN.
To do so, we created synthetic spine-free DCN topologies
with various sizes that follow radix and operational constraints
identical to our deployed fabric topologies. The generated
topologies have 50% of blocks with a radix of 256 and
50% with a radix of 512. Figure 3 shows the fragmentation
loss of topologies of different sizes. We can observe a trend
where fragmentation loss worsens as the fabric size increases.
At 96-block scale, 20% block pairs lose more than 19%
transit capacity. Note that topologies analyzed in Figure 3 do
not include link failures, which would further worsen transit
capacity loss.

B. Suboptimal traffic engineering performance

Physical sharding aims to partition the network into N
identical sub-topologies, with each shard carrying an equal
amount of traffic to contain failures. However, generating
identical sub-topologies in spine-free DCNs is challenging, as
we’ve demonstrated in previous sections. When the topology
is unequally partitioned, each shard’s controller solves a TE
problem based on its local topology, generating a solution that
is locally optimal but globally suboptimal.

Figure 4 demonstrates an unsharded topology and two corre-
sponding partitioned topologies with physical sharding using 2
shards. A single traffic demand exists from block A to block C,
and each link has a 100 Gbps capacity. The traffic engineering
objective is to minimize maximum link utilization (MLU).
The numbers along the edges show the optimal traffic split
that minimizes MLU. When TE is applied on the unsharded
topology, the optimal MLU is 60%. However, splitting the
network into two nearly equal physical shards, each handling
half the traffic, increases the MLU to 75% on shard B.
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IV. VIRTUAL SLICING

The challenges identified in Section III collectively make
physical sharding inherently incompatible with spine-free
DCNs. In order to overcome these challenges, we propose
virtual slicing, an effective control plane partitioning scheme.
Unlike physical partitioning that divides the physical network
into sub-topologies, virtual slicing maintains a unified topol-
ogy, therefore avoiding traffic engineering performance penal-
ties while providing equivalent failure containment assurances
as physical sharding.

A. Concept

The fundamental concept behind virtual slicing is to parti-
tion switch table resources, specifically flow tables and group
tables, rather than topologically partitioning network links.
Each virtual slice is controlled by an independent control plane
partition, while all virtual slices share the entire (thus identi-
cal) physical topology that contains all links when performing
TE. Each virtual slice takes this identical topology along with
traffic demand as input, and generates its set of WCMP [5],
[25] weights to split traffic among multiple block-level paths.
Each virtual slice then transforms the generated paths and their
weights into flows and groups and programs them into switch
tables. By operating on identical, global traffic information
and topology inputs across all virtual slices, virtual slicing (1)
eliminates the effects of transit path capacity loss and topology
asymmetry across shards; and (2) computes a globally-optimal
TE solution.

In addition to enhancing performance, control plane failures
within each virtual slice only affect traffic routed by that par-
ticular slice, achieving similar effect as the isolation provided
by physical sharding. With N virtual slices, each controller
partition manages 1/N of the total traffic volume, confining
the impact of a controller failure to the corresponding virtual
slice. Failure containment can be further tightened by increas-
ing the number of slices. In contrast, adding more physical
shards in spine-free DCNs is challenging because doing so
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will further worsen transit path capacity loss and asymmetry
across physical shards.

Furthermore, with physical sharding across N shards, data
centers risk losing up to 1/N of the fabric capacity when
a controller partition fails, as the affected physical shard’s
capacity becomes unusable. Migrating traffic away from a
faulty physical shard is infeasible because other controllers
don’t have visibility and control over the physical network
owned by another partition. In contrast, virtual slicing enables
traffic migration across virtual slices (Section IV-B), ensuring
no physical network capacity remains unutilized during con-
troller failures.

B. Routing design

Routing in virtual slicing can be realized with classic
techniques such as label switching and IP-in-IP tunneling. We
elaborate on the use of label switching, though this approach
can also leverage IP-in-IP tunneling. Using either technique,
packets are tagged upon entering the network to indicate their
associated virtual slice. With label switching, each packet is
assigned a switching label at the source top-of-rack (ToR)
switch and forwarded based on this label until it reaches the
destination cluster. There, the packet is eventually forwarded
to its destination host via standard IP forwarding based on the
destination IP field.

Figure 5 illustrates how a packet is mapped to a specific
virtual slice in its source cluster. In the source ToR switch’s
packet processing pipeline [25], a hash value is first computed
based on the packet header’s various fields. The pipeline
then references the flow table and the computed hash value
to identify the corresponding table entry (i.e., actions) in
the group table for the packet, as shown in Figure 5b. In
this example, packets have an equal probability of being
assigned to switching label A or B (thus virtual slice 1 and
2). Flows assigned the same switching label can be sent to
port 1 or port 2 with equal probability. Packets of the same

flow receive the same deterministic routing decision, landing
on the same virtual slice and avoiding packet reordering.
Intermediate switches in the aggregation block perform label
switching, where traffic from a specific virtual slice destined
for a cluster is directed through the network by looking up the
assigned forwarding label. Ingress switches of the destination
aggregation block ultimately pop the forwarding label and use
the inner packet header’s destination IP address to route the
packets to the correct host.

Figure 5b shows flows from a ToR switch mapped to
different virtual slices with equal probability, ensuring each
slice handles an equal amount of traffic. Virtual slicing can
further achieve weighted traffic splitting across slices by
adjusting group table weights via WCMP’s entry replication
[5], [25]. For instance, doubling the entries that insert label
A in Figure 5 results in a 2:1 traffic split between slices
1 and 2. Flexible traffic splitting only requires group table
configuration at edge ToR switches, without reprogramming
downstream switches. With the usage of group tables, virtual
slicing’s routing design also enables dynamic traffic migration
that allows seamless steering of traffic from faulty to healthy
virtual slices. Upon detecting an unhealthy slice, virtual slicing
removes the group table entries pointing to the unhealthy slice,
migrating all traffic to healthy slices. In the example shown
in Figure 5, if the controller in virtual slice 2 is faulty, by
removing group table entries pointing to forwarding label B
(used by virtual slice 2 for the destination cluster), all traffic
would then migrate to virtual slice 1 (using forwarding label A
for the same destination), without requiring flow table changes.
This process occurs in parallel on ToR switches, which ensures
consistent network updates. Dynamic traffic migration ensures
no physical network capacity remains unutilized when a virtual
slice controller is faulty, unlike physical sharding, where up to
1/N of physical capacity is lost with N topology partitions.



C. Switch table usage analysis

We now examine the table resource utilization of virtual
slicing in modern commodity switches.
Flow table and label space usage. Each cluster is assigned
M forwarding labels for an implementation of virtual slicing
with M virtual slices, where each virtual slice is assigned a
globally unique label, and the total number of labels required
is M multiplied by the number of clusters within the fabric.
Considering a maximum practical case of 32 virtual slices in
a 96-cluster spine-free fabric, a total of 96∗32 = 3072 unique
labels required falls well within the capabilities of modern
switches [29]–[31]. On the other hand, in a DCN with 96
clusters, there would be 96 prefixes at each ToR for block-level
routing (Figure 5b), requiring 96 entries. Thus, virtual slicing’s
utilization of both unique labels and flow table entries remains
well within the capabilities of contemporary switch hardware.
Group table usage. Group tables are the foundation for im-

plementing WCMP. WCMP is usually achieved by replicating
ECMP entries in the group table, where the group table’s
utilization depends on the WCMP reduction algorithm—such
an algorithm tries to reduce the number of duplicated entries
for efficient table space usage [5], [25], [32]. The design
of virtual slicing indicates that the number of entries each
slice can utilize is inversely proportional to the total number
of slices, i.e., M

#slices . Group table will be under pressure
of running out as the number of virtual slices increases.
Fortunately, the controllers in each virtual slice often operate
on the same topology and traffic input, which results in almost
identical WCMP group weights across slices. Switch resource
optimization techniques such as group sharing1 proposed in
[5] could help in such scenario. In addition, switch vendors
start to support native WCMP weight split techniques in
hardware without any ECMP entry replication, e.g., Broadcom
Tomahawk4 supports 4,096 WCMP groups with native WCMP
weights [31]. New switch hardware with this capability also
helps address the resource challenge.

V. EVALUATION

In this section, we study the following issues to understand
the performance benefits and system characteristics of virtual
slicing from different perspectives, and also investigate its
practical impact on spine-free DCNs: Q1. What is virtual
slicing’s TE improvement with diverse fabric topologies (e.g.,
different fabric scales) and traffic patterns (e.g., traffic bursts
and real-world traces)? Q2. What is virtual slicing’s TE im-
provement with more number of slices? Q3. Is virtual slicing’s
performance gain sensitive to traffic measurement delays? Q4.
What is virtual slicing’s TE improvement under impaired
network topologies due to maintenance or unexpected failures?
Q5. What is virtual slicing’s impact on application perfor-
mance? Q6. How does virtual slicing affect TE solving time?

1Group sharing enables identical groups to share the same table
space/entries.

Exp. group Fabric characteristics Traffic characteristics

Synthetic
(Section V-B)

Synthesized following
block radix constraints.

Synthesized via models
that simulate realistic
scenarios.

Semi-
production
(Section V-C)

Synthesized with a
topology builder used to
design and validate
topologies to be deployed.

Same as above.

Production
(Section V-C)

Fabrics deployed in
production.

Direct traffic collection
in production fabrics.

ns-3 [33]
(Section V-D)

Synthesized following
block radix constraints.

Flows generated via
distributions derived
from production traces.

Table I: Experiment group configurations.

A. Experiment setup

Implementation. We implemented a virtual slicing and phys-
ical sharding evaluation framework modeling a datacenter TE
system. The evaluation framework takes topology information
and traffic matrix as input, computes TE solutions in the form
of block-level path weights and outputs link utilizations. In the
physical sharding scheme, direct links between an aggregation
block pair are divided, as equally as possible, into k partitions
to ensure equal or close to equal network capacities across
shards; each physical shard carries 1

k traffic. For virtual slicing,
we employ k virtual slices, where each slice also carries 1

k
traffic. We focus on evaluating aggregation block-level link
utilization, which is the primary optimization target for TE in
spine-free DCNs due to their blocking nature (Section V-B,
Section V-C). In addition to TE-related network-level metrics,
we also evaluate application-facing metrics with ns-3 [33], a
packet-level network simulator (Section V-D).
TE pathing and formulation. The TE system’s pathing
module allows direct 1-hop and transit 2-hop block-level paths
for routing, and employs the widely adapted objective of
minimizing the maximum link utilization (MLU) [20]–[22].
TE is then formulated as a multi-commodity flow (MCF)
problem [34] and solved by linear programming (Section II-B).
Topologies and traffic traces. We evaluated virtual slicing’s
performance using synthetic topologies and traces, as well as
production spine-free topologies with real-word traces. Table I
summarizes the experimental setups used in our evaluation.
Specifically, we evaluated (1) synthetic topologies follow-
ing block radix limitations, (2) topologies generated with a
production spine-free topology builder that follow additional
operational constraints, and (3) deployed production spine-
free topologies. The radix of an aggregation block in these
topologies is either 256 or 512.

Parameters for synthesized traffic patterns are chosen to
simulate realistic scenarios, and don’t represent actual direct
production measurements. Our first traffic matrix (TM) follows
the gravity model [35], where each aggregation block has
a total demand around 40% of its total bandwidth, aiming
to represent medium to high traffic load scenarios in data
centers. The gravity model states that the amount of traffic
between two clusters is proportional to the product of the
two cluster’s total ingress/egress volume. The second TM
is a “gravity+spikes” TM, where random traffic spikes are
added on top of the gravity TM to model the burstiness of



Figure 6: TE improvement w/ more slices/shards. Figure 7: TE improvement w/ different traffic patterns.

DCN traffic [36], [37]. Specifically, with a 15% probability,
we increase the volume of a commodity (i.e. traffic demand
between a source and destination aggregation block pair) by
50%. We also generated an uniform TM, which has an equal
amount of ingress and egress demand that’s evenly distributed
across all aggregation blocks. Besides synthetic traffic, we also
evaluate virtual slicing on traffic collected from production
DCN fabrics (Section V-C). Unless otherwise specified, the
topologies in evaluation use 4 physical shards/virtual slices. To
ensure a fair comparison, the number of physical shards and
virtual slices used within each experiment remains constant
throughout the evaluation.

B. TE with different traffic patterns and slices

Different number of slices. We first evaluate virtual
slicing’s TE performance under different number of slices
by looking at link utilizations at different median and tail
percentiles, using the gravity+spikes TM, under a 64-block
topology. Figure 6 shows that virtual slicing’s link utiliza-
tion on different percentiles improves over physical sharding,
where the level of improvement increases along with the
increase in virtual slices/physical shards. When 8 slices/shards
are used, virtual slicing improves P99/max link utilization
by 13.5%/11.6%. Note that virtual slicing improves not only
MLU—the optimization objective of the TE algorithm, but
also the utilization of links at other percentiles, particularly
at the tail. Though these percentiles were not the target of
optimization, virtual slicing’s elimination of asymmetry and
capacity fragmentation effectively increases the usable capac-
ity within the network, and consequently, improves overall
utilization. These results confirms our expectations, as the
increase in number of slices exacerbates topology asymmetry,
which then impacts TE performance (Section III).
Different traffic patterns. Figure 7 shows virtual slicing’s
link utilization improvement for the same 64-block topology
over different types of traffic. Virtual slicing improves tail link
utilization for all types of traffic, with a 13.6%/9.7% P99/max
link utilization improvement under the gravity+spikes TM. Tail
link utilization improvement is especially noticeable under the
gravity+spikes TM, likely due to physical sharding results in
sub-topologies with transit capacity loss (Section III), thus
having less capacity to accommodate traffic bursts.

These improvements collectively indicate that virtual slicing
load balances traffic more efficiently than physical sharding,

due to virtual slicing taking global traffic as input and comput-
ing a globally optimal TE solution, as well as the elimination
of asymmetry and capacity fragmentation (Section III). Im-
proving overall and tail link utilization distribution in DCNs is
crucial to fabric efficiency and application-level performance,
as studies have shown that higher utilization worsens packet
loss rate and application latency [24], [38].

C. Production topologies and traffic

We now study how virtual slicing works with realistic
spine-free topologies and traffic. For this part of the evaluation,
we generated several topologies of various sizes with our pro-
duction topology builder for realisticness. We also arbitrarily
chose, from our fleet, a deployed medium-size and a large-size
example fabric for analysis.
Fabric scale. We generated spine-free topologies with 48,
64 and 72 aggregation blocks with the production topology
builder to understand the impact of fabric scale on virtual
slicing’s performance. Figure 8 shows the link utilization
across synthetic topologies under the gravity+spikes TM.
Virtual slicing improves tail link utilization, and greatly re-
duces overall link load in the network. For instance, the 70th
percentile link utilization is improved by 3.8% (Figure 8a),
11.8% (Figure 8b), and 25.4% (Figure 8c) for each respective
fabric. The average utilization improvement for percentiles
from the 50th to the 100th is 3.8%, 16.8% and 13.9% in these
fabrics. The TE performance gains of virtual slicing are much
more prominent as the fabric size increases (Figures 8b and 8c)
because sub-topologies across shards are more asymmetric as
fabric size increases in physical sharding. In Figure 8, it can
be observed that virtual slicing exhibits higher utilization in
the lower percentiles. This is expected, as the objective of
traffic engineering is to minimize maximum link utilization
by distributing traffic loads more uniformly across links. As
discussed in Section III, virtual slicing eliminates fragmen-
tation loss and generates globally optimal traffic engineering
decisions, thereby redistributing traffic from more congested
links to less congested ones, resulting in a more balanced
utilization.
Deployed topologies. Figure 9 demonstrates each deployed
production fabric’s link utilization of different percentiles with
2 hours of realistic traffic traces. Traffic is collected and aggre-
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Figure 8: TE performance improvement as fabric scales.
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(a) Medium production fabric
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Figure 9: Real-time TE improvement.

gated every 5 minutes2. Similar to the results with synthetic
traffic, we observe improvements in link utilization across
different percentiles, as well as notable tail improvement
across all fabrics: the medium fabric has an average of 12.5%,
and up to 16.8% link utilization improvement for the 75th
percentile; as well as an average of 9.7%, and up to 10.6% max
link utilization improvement. The large fabric’s corresponding
performance improvement numbers are even better (up to
20.9% link utilization improvement for the 75th percentile;
and up to 28.4% link utilization improvement for MLU). These

2Note that these traces were collected from arbitrary chosen time intervals
and fabrics, therefore our experiments do not imply a generalized result.
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Figure 10: TE improvement under delayed measurements.

results collectively show that the TE improvements of virtual
slicing hold, especially at the tail, for realistic topologies and
traces as well, where traffic is more bursty, unpredictable and
skewed. 3

TE performance with traffic measurement delays. All
previous experiments studied a real-time TE setting, where
traffic input to the TE solver was identical to the input used for
performance evaluation. Real-time TE reflects the optimal TE

3Note that since the objective of our TE system is to minimize maximum
link utilization (Section V-A), it is expected that lower-percentile link utiliza-
tions, which are not the target of optimization, sometimes do not improve.



50 75 90 95 99 100
Percentile Utilization

0

5

10

15

20

25

30

35

40

Im
pr

ov
em

en
t (

%
)

Real-time TE, Capacity Impaired
Real-time TE, Full Capacity

(a) Real-time, med. fabric

50 75 90 95 99 100
Percentile Utilization

0

5

10

15

20

25

30

35

40

Im
pr

ov
em

en
t (

%
)

Real-time TE, Capacity Impaired
Real-time TE, Full Capacity

(b) Real-time, large fabric

50 75 90 95 99 100
Percentile Utilization

0

5

10

15

20

25

30

35

40

Im
pr

ov
em

en
t (

%
)

Non-real-time TE, Capacity Impaired
Non-real-time TE, Full Capacity

(c) Delayed, med. fabric

50 75 90 95 99 100
Percentile Utilization

0

5

10

15

20

25

30

35

40

Im
pr

ov
em

en
t (

%
)

Non-real-time TE, Capacity Impaired
Non-real-time TE, Full Capacity

(d) Delayed, large fabric

Figure 11: TE improvement of virtual slicing under capacity impairments.

solution where traffic measurement delay is omitted, allowing
us to better understand the fundamental performance differ-
ence between virtual slicing and physical sharding. However,
even if the traffic matrix can be measured in real-time, it
would be difficult to program the TE solution in real-time,
especially in large-scale networks. Therefore, we also study
the performance of virtual slicing for non-real-time TE, where
the traffic input to TE solver is based on delayed traffic data.
We use the traffic matrix from the past 5 minutes to compute
the TE solution, which is then evaluated based on the current
traffic matrix.

Figure 10 shows the link utilization percentile improvements
of virtual slicing under non-real-time TE. Similar to real-time
TE, all fabrics have constant improvement on high percentiles.
In particular, both the medium and large fabrics have an
averaged 10% improvement for all percentiles 75th and higher.
The two fabrics show a MLU improvement of 23.9% and
17.8% across timestamps, respectively. These results show that
virtual slicing retains its TE benefits even when facing realistic
delayed traffic measurements.
TE performance with capacity impairments. To study
virtual slicing’s performance under capacity impairments due
to scheduled maintenance operations (e.g., switch drains)
or unexpected failures (e.g., rack failures), we introduce a
scenario where 25% of a randomly chosen aggregation block’s
links are taken offline. We analyze the TE improvement results
under both real-time TE and delayed TE setups.

Figure 11a and Figure 11b demonstrate that with virtual
slicing, under real-time TE, both fabrics show additional
improvement over physical sharding under large capacity
loss. In particular, compared with physical sharding, virtual
slicing offers 38.4.% and 37.6% MLU improvement, as well
as 38.8% and 31.4% improvement at the 99th percentile
link utilization respectively for the two production fabrics.
Similarly, in the delayed TE scenario shown in Figure 11c
and Figure 11d, virtual slicing improves tail link utilization
significantly: the medium and large fabrics respectively show
37.0% and 29.4% MLU improvement. The gains confirm our
hypothesis described in Section III—capacity loss, whether
caused by scheduled maintenance or unexpected failures,
worsens topology asymmetry, and thus leads to exacerbated
transit path capacity loss, which is the key reason behind
physical sharding’s sub-optimality. On the other hand, virtual

slicing avoids such problems by design and thus provides
much better TE performance.

D. Impact on flow completion time

Previous subsections demonstrated the TE (link utilization)
improvement of virtual slicing under various scenarios. We
now study virtual slicing’s impact on flow completion time
(FCT) under different scenarios. FCT represents the end-to-
end transfer latency of a network flow, which has direct impact
on application performance and user experience, especially
for time-sensitive distributed applications. We constructed our
flow-level traces by sampling flow size CDFs reported by dif-
ferent production networks [36], [39], while ensuring the total
size of the sampled flows matches the demand of the traffic
matrix. We used the gravity+spikes TM (Section V-A) and a
32-block topology for this study. Run-time load balancing is
done at flow-level. TE solutions are programmed following
the routing design in Section IV-B, where WCMP weights are
implemented via entry replication in group tables.

Figure 12 shows the flow completion time at different per-
centiles for both virtual slicing and physical sharding. Virtual
slicing improves P95 FCT by 62.7%, P99 FCT by 45.3%,
and max (P100) FCT by 36.8%. Again, the improvements in
tail FCTs can be attributed to globally optimal TE and the
increase of usable capacity in virtual slicing, which allows
flows to allocate more bandwidth and thus reducing their time
to completion. Compared to the link utilization studies in
Section V-B and Section V-C, we observe more substantial
improvements in tail FCT performance with virtual slicing. We
attribute this enhancement to challenges associated with imper-
fect load balancing. To elaborate, load balancing operates at
the flow level; therefore, the actual load distributed across each
path equates to the cumulative sizes of flows routed through
that path, which can diverge from the intended traffic split
calculated by the TE system. Such discrepancy intensifies the
issue of suboptimal traffic engineering in physical sharding
caused by unequal split of traffic and topology (Section III-B).
This, in turn, leads to further FCT degradation in physical
sharding.

E. TE solving time microbenchmarks

TE is solved by linear programming for both virtual slicing
and physical sharding, where the solving time is primarily
affected by topology size. Although the topology input to
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Figure 13: TE solving time benchmark.

the solver has the same number of nodes (i.e., aggregation
blocks) in both physical sharding and virtual slicing, the input
to physical sharding has less edges (i.e., block-level paths),
especially when the topology increases in size, since each
physical shard’s topology gets sparser with scale. Therefore
we expect virtual slicing’s TE solving time to be larger than
physical sharding, as fabrics scale. To study this, we bench-
marked TE solver time for both virtual slicing and physical
sharding on a medium and large production fabric. As shown
in Figure 13, the median TE solving time is 85/131 seconds
for the medium fabric, and 79/193 seconds for the large fabric
using physical sharding and virtual slicing, respectively. Since
TE solutions in deployed DCNs are reprogrammed at O(10s
of minutes) timescale, the TE solution is reprogrammed at a
timescale much longer than the solving time, staying within
acceptable bounds.

VI. RELATED WORK

Spine-free DCNs Several works [12], [40], [41] have been
proposed to directly connect ToRs as a spine-free network
to overcome the shortcomings of Clos-based hierarchical net-
works. However, expander-based solutions face deployment
challenges. For instance, Jellyfish [40] and Xpander [41]
require MPTCP [42] over shortest-K paths, while Kassing
et al. [43] suggest using ECMP-VLB hybrid routing with
flowlet switching, which is only available on select hardware
platforms. DRing [12] proposes a more practical routing
design but it only scales to small to medium-sized data cen-
ters. Alternatively, other works [13], [14], [44], [45] suggest
connecting ToRs to an optical circuit switching (OCS) layer,
leveraging the high reconfigurability and bandwidth of OCSes

to provide a reconfigurable flat network. Recently, a large-scale
cloud provider has started exploring and adapting a SDN-
managed spine-free DCN architecture that directly connects
aggregation blocks via MEMS-based OCSes [8], [24], [46].
Our paper focuses on the control plane sharding design for
SDN-managed spine-free DCNs where aggregation blocks are
connected by an OCS interconnect layer.
TE in WANs and DCNs TE is a well-established technique
for enhancing wide-area network (WAN) reliability and ef-
ficiency [22], [47]–[51]. Previous studies [4], [8], [24] have
also demonstrated the advantages of implementing TE in
data centers. For example, TE is able to accomodate more
traffic in a spine-free DCN by carefully load balancing traffic
demands on multiple paths. TE is often formulated as a multi-
commodity flow (MCF) problem [34] and when fractional flow
is allowed, MCF problems can be solved in polynomial time
through linear programming (LP). In SDN-managed DCNs,
TE solutions are first solved in a SDN controller, then the
generated TE path splits are translated as WCMP weights and
programmed on the switches. However, to the extent of our
knowledge, no prior work has systematically investigated the
interactions between TE and SDN control plane partitioning
in DCNs. Virtual slicing is one of the first attempts to provide
a highly available control plane and optimized TE solutions
simultaneously.
Network virtualization FlowVisor [52] envisioned an Open-
Flow [53]-based network virtualization layer to slice physical
networks via partitioning flow tables. Virtual routing and
forwarding (VRF) [54] is a technology in routers that allows
multiple instances of a routing table to coexist in a router and
work simultaneously. Virtual slicing shares a similar vision
and shards a network via slicing switch resources (both flow
and group tables) as opposed to partitioning physical links.
Different from prior works, virtual slicing is not only able
to partition a network but also able to provide dynamic traffic
migration capability which is essential for control plane failure
handling. Furthermore, we demonstrate the TE performance
gains of virtual slicing compared with state-of-the-art control
plane partitioning scheme, physical sharding, in spine-free
DCNs using production topologies and traffic traces.

VII. CONCLUSION

Spine-free DCNs have received increasing attention in
both academia and industry in recent years. In this paper,
we show that the state-of-the-art control plane partitioning
scheme, physical sharding, inherently creates mismatches with
spine-free DCN topologies and impacts TE performance. We
propose a novel control plane partitioning approach, virtual
slicing, that contains impact of faulty contollers while ensuring
efficient TE performance. We also propose a concrete routing
design for virtual slicing using standard techniques and ana-
lyze its feasibility. Experiments using realistic topologies and
traffic demonstrate that virtual slicing significantly improves
TE performance in spine-free DCNs, especially under network
failures, while containing the impact of control plane failures.
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